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Agenda for today

1. Review case studies:
a) Digital Ethics Canvas – Emotion Cancelling AI
b) Ethics Canvas – Be My Eyes

2. Questions & Answers

3. Some interactive review questions



Case studies



Where to find the cases?

1. Go to moodle

2. Find the link to the case studies for today: Conclusion

3. Download the instruction sheet

+ From previous chapters, you will need: 
● Digital Ethics Canvas (7 – Empowerment 1) 
● Ethics Canvas (2 – Safety 2)



Digital Ethics Canvas
(review from 
Empowerment 1)



Instructions
■ Read the software description

(you can also take a look at the referenced news article)

■ Fill out the Digital Ethics Canvas:
● Context & Solution 
● Benefits: list 3 benefits (think about a range of stakeholders)
● Risks: 
⬥For each of the 5 lenses identify and describe 1 risk
⬥Select 1 risk and evaluate its overall level:

■ Severity of impacts
■ Probability to happen

● Mitigation: for each risk, identify a corresponding mitigation measure



“Emotion Cancelling AI”
1 post = 1 benefit

Post your ideas:
https://speakup.epfl.ch
Room key: 57217

1 post = 1 risk + ethical lens

Post your ideas:
https://speakup.epfl.ch
Room key: 38467

Risks:
Make sure to explain how 

the risk relates to the 
corresponding ethical lens 

(e.g. if you put a risk into 
“Fairness”, it must be clear 

what is unfair or biased).

https://speakup.epfl.ch/
https://speakup.epfl.ch/


Evaluating the level of risk - 1

a. Probability: low
b. Probability: medium
c. Probability: high
d. Severity: low
e. Severity: medium
f. Severity: high

URL: ttpoll.eu
Session ID: cs290

Consider the following Privacy risk: “Identifying customer 
emotions can lead to the disclosure of information the 
customers might consider private”. How would you evaluate the 
level of this risk in terms of probability and severity of impacts?
(select 2 options: 1 for probability, 1 for severity)

Make sure you know how to 
get the overall level of risk 

using the risk matrix



Evaluating the level of risk - 1

a. Probability: low
b. Probability: medium
c. Probability: high
d. Severity: low
e. Severity: medium
f. Severity: high

URL: ttpoll.eu
Session ID: cs290

Consider the following Autonomy risk: “The system’s real-time 
alterations may reduce employee's ability to rely on their own 
judgment in emotionally charged situations”. How would you 
evaluate the level of this risk in terms of probability and severity of 
impacts? (select 2 options: 1 for probability, 1 for severity)



“Emotion Cancelling AI”: mitigation

1 post = 1 mitigation option

Post your ideas:
https://speakup.epfl.ch
Room key: 02297

Consider the following Privacy risk: “Identifying customer 
emotions can lead to the disclosure of information the 
customers might consider private” [HIGH RISK]

Which mitigation options could help reduce the risk?

Make sure to explain how 
your proposal helps reduce  

the corresponding risk

https://speakup.epfl.ch/


Ethics Canvas
(review from Safety 2)



Instructions
■ Read the software description

(you can also take a look at the referenced website)

■ Fill out the Ethics Canvas:
● Stage 1: Identify relevant stakeholders

fill out blocks 1 and 2

● Stage 2: Identify ethical impacts
fill out blocks 3, 4, 5, 6, 7 and 8

● Stage 3: Discuss remedial actions
fill out block 9



“Be My Eyes”
1 post = 1 stakeholder 1 post = 1 ethical impact

Post your ideas:
https://speakup.epfl.ch
Room key: 50113

Post your ideas:
https://speakup.epfl.ch
Room key: 01710

https://speakup.epfl.ch/
https://speakup.epfl.ch/


Comparison!



Q&A



Attributes: Sensitive or Protected?
“Are any sensitive or protected attributes defined in law?
Can we have an exact definition of both? In the course we defined 
sensitive attributes as those that can have ethical implications, and
protected that can harm.”

■ “Sensitive”: can have ethical implications (privacy, fairness…)
■ “Protected”:
● = Sensitive
● = Protected by law depends on geographical location

+ data protection law & non-discrimination law
● = Should not be used / should be treated specifically to prevent harm

in software design, in particular ML



GDPR (EU) – Personal data

https://commission.europa.eu/law/law-topic/data-protection_en

https://commission.europa.eu/law/law-topic/data-protection_en


GDPR (EU) – Sensitive data

https://commission.europa.eu/law/law-topic/data-protection/rules-business-
and-organisations/legal-grounds-processing-data/sensitive-data_en

https://commission.europa.eu/law/law-topic/data-protection/rules-business-and-organisations/legal-grounds-processing-data/sensitive-data_en
https://commission.europa.eu/law/law-topic/data-protection/rules-business-and-organisations/legal-grounds-processing-data/sensitive-data_en


EU Charter of Fundamental Rights

https://fra.europa.eu/en/eu-charter/article/21-non-discrimination#eu-law

https://fra.europa.eu/en/eu-charter/article/21-non-discrimination#eu-law


Review questions
“Whole Course”



Ethical sensitivity

a. … willingness to ackowledge their mistakes
b. … capability to understand the impact of a situation on others
c. … ability to act to benefit others even at their own expense
d. … ability to enforce ethical values in a team

Ethical sensitivity refers to a person’s… (select 1 answer)

URL: ttpoll.eu
Session ID: cs290New question



Ethical dilemma

a. … there is a solution that is better than the others
b. … it is possible to find an ethical compromise
c. … a good trade-off between solutions is possible
d. … all solutions conflict with an ethical value

An ethical dilemma is a situation where… (select 1 answer)

URL: ttpoll.eu
Session ID: cs290New question



Autonomous car software

a. A safety threat
b. A security threat
c. A safety hazard
d. A security hazard

The software of an autonomous car fails to recognize traffic signs 
correctly.
We are in the presence of (select all that apply):

URL: ttpoll.eu
Session ID: cs290



The “confusing” matrix

a. TN = actual absence of fissure, correct prediction
b. TP = actual absence of fissure, correct prediction 
c. FN = actual presence of fissure, incorrect prediction
d. FP = actual presence of fissure, incorrect prediction

We use software to detect fissures in concrete walls before they 
become visible to the naked eye.
A positive result means presence of fissure.

Select all the correct statements:

URL: ttpoll.eu
Session ID: cs290



Disinformation

a. Misinformation
b. Disinformation
c. Malinformation
d. Fake news

URL: ttpoll.eu
Session ID: cs290

A piece of information is false but created without intention to harm.
It is (select all that apply):



False beliefs

a. System 2
b. False consensus
c. Source cues
d. Illusory truth

URL: ttpoll.eu
Session ID: cs290

If you are exposed to a dis/mis-information post by Melon Husk,
you are more likely to believe it because of (select 1 answer): 



Attributes

a. A sensitive attribute
b. An observed variable
c. A latent variable
d. An objective representation of people
e. A subjective representation of people

URL: ttpoll.eu
Session ID: cs290

Hair color as an attribute to represent people is:
(select all that apply)



Bias

a. Preexisting bias
b. Confirmation bias
c. Representation bias
d. Measurement bias
e. Automation bias

URL: ttpoll.eu
Session ID: cs290

The city of Lozhann decides to deploy a smartphone app that 
allows residents to report potholes throughout the city to help with 
the identification of repair needs.

The data collected by the app will probably exhibit:
(select all that apply)



Biases in the ML lifecycle

a. Evaluation bias
b. Aggregation bias
c. Optimization bias
d. Deployment bias

URL: ttpoll.eu
Session ID: cs290

The society RetailProtect develops a ML model to identify instances 
of shoplifting in retail shops. They evaluate their model on a 
benchmark in which actors from diverse ethnicities simulate a range 
of shoplifting actions.

This is a case of (select 1 answer):

Evaluation: a benchmark 
with actors does not 

correspond to the target 
application context (real 

shops)



Fairness metrics
The company SuperCrack has developed a model to detect 
fissures in concrete before they become visible. 
They evaluate their model against a benchmark.
The results look like this:

Fissure

No 
Fissure

Fissure
No fissure

Predicted
value

Actual
value

Fissure No 
Fissure

Fissure 2 0

No 
Fissure 1 6

Predicted

A
ct

ua
l



Fairness metrics

a. Accuracy
b. FNR
c. FPR
d. Positive prediction rate

They want to know whether their model performs equally well for 
plain concrete and for reinforced concrete. Here are the results:

URL: ttpoll.eu
Session ID: cs290

Plain 
Concrete

Fissure

No 
fissure

Reinforced
Concrete

Metric = 1 / 5 Metric = 1 / 7

Fissure

No 
Fissure

Which metric are they 
using? (select 1 answer)

New question



Power Usage Effectiveness

a. 0.5
b. 1
c. 1.5
d. 2

URL: ttpoll.eu
Session ID: cs290

The GreenDC datacenter consumes an average of 1 MW.
This means annually a total of 8 760 MWh of electricity.
50% of this electricity is used to power the IT equipment.
What is the PUE of GreenDC?



Water

a. Material mining
b. Hardware manufacturing
c. Concrete production
d. Electricity production
e. Cooling

URL: ttpoll.eu
Session ID: cs290

The causes of water consumption from a datacenter which are 
included in the metric WUEsource are (select all that apply):

New question



Nudges

a. Automatic redirection to another website. 
b. Automatic newsletter subscription as stated in usage policy. 
c. Default value in online form
d. Notice about strictly necessary cookies
e. Notice about the behavior of other people

URL: ttpoll.eu
Session ID: cs290

Which of the following are examples of digital (software) nudges?
(select all that apply)



Translation

a. Parity error
b. Factuality error
c. Measurement error
d. Faithfulness error

URL: ttpoll.eu
Session ID: cs290

Consider the following translation. What is the issue here?



Conclusion



Responsible engineering of software

Making engineering design 
decisions responsibly:
1. With a goal to do good
2. While preventing avoidable

negative impacts
3. Taking people, other systems, 

social structures and our 
planet into account 

“The way a technology is designed
determines its possibilities, which can, for 
better or for worse, have consequences 

for human wellbeing.”
(Roeser, 2012)

“Computing professionals’ actions
change the world. To act responsibly, 

they should reflect upon the wider 
impacts of their work, consistently 

supporting the public good.”
(ACM, 2018)



Ethical decision-making (adapted and simplified from:
Schwartz, 2016; Rest, 1986)

Recognize

Evaluate

Act

Problem to solve,
with programming

Ethical & technical 
theory + strategies

Application of 
strategies to cases

Knowledge

Experience

Habits



We can do better than that 



And now what?

■ You have the power to make some change!

■ Don’t get fooled by the hype and the shiny useless/harmful 
software trends…

■ A lot of questions seen in the course need more research!



Thank you for 
attending this course, 
good luck for the 
exam and all the best 
for all your projects! 
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